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Big machines should make a big differen(:e in
the training of tomorrow's scientists and engineE!rs,

by Albert M. Erisman and
Horst D. Simon
The contribution of supercomputers has
been measured and accepted in a few well-
publicized quarters, notably aerospace en-
gineering, petroleum reservoir simulation,
and weather forecasting. For the most part,
however, this technology has been reserved
for those few organizations and companies
with the means to absorb a multimillion.
dollar outlay. The result: supercomputers
do not yet playa major role in the curricula
of science and engineering schools in the
United States, or anywhere else.

This scenario is changing, however.
Through National Science Foundation
(NSF) and state initiatives, the research
community's access to supercomputers has
expanded enormously in the past several
years and is likely to continue to grow.
Even so, the commonly shared require-
ments of supercomputer users across appli-
cation disciplines tend to drain available
resources. This is certainly the case with
supercomputing expertise, owing to the un-
derdevelopment of the educational infra.
structure for generating talent.

Scientific computing, as well as the
applications of supercomputers, is demon-
strably different from computer science.
Few schools tackle scientific computing.
This article will explain why scientific
supercomputing complements, but cannot
become a part of, standard computer sci-
ence disciplines.

The supercomputer clearly deserves
more practical attention and a more precise
training approach. To establish such an ap-
proach, we will review the current state of
supercomputer education-what is being
done to train scientists and engineers in the
efficient use of this powerful technology.
This discussion will conclude with a few
thoughts on an educational imperative:
how more researchers can come to super.
computing earlier in their careers. And,
because this review seeks to challenge con-

project. They made their respective contri-
butions while working independently from
each other.

For example, a scientist might de-
velop a mathematical model, then pick up a
numerical algorithm developed in isola-
tion-or reinvented by the scientist. The
numerical analyst could develop a solution
algorithm without taking more than pass-
ing notice of the actual hardware on which
the problem was to be sol:ved. All this suit-
ed the hardware designers and computer
architects well enough, because these peo-
ple were busy building machines that were
basically general purpose and could conve-
niently ignore the applications they were
created to run.

The supercomputer has broken the
barrier between these comfortably exclu-
sive fields of expertise. While providing
much greater computing power and memo-
ry, the new machine also introduces a dif-
ferent architecture and forces the scientist,
software engineer, and mathematician all
to reevaluate computational algorithms
and even modeling assumptions. The func-
tions of the three separate camps are
linked. On vector computers, performance
results demand that computational models
be matched with computer architecture.
This rethinking process promises to be-
come even more important, as more paral-
lelism in systems becomes a reality.

The interrelationship between appli-
cations, algorithm, and architecture holds,
regardless of scientific discipline. For ex-
ample, consider a common structural dy-
namics problem in structural engineering:
in order to determine the response of a
high-rise building to an earthquake or the
behavior of a bridge to wind loading, struc-
tural engineers perform so-called vibration
analysis. From a computational viewpoint,
a vibration analysis consists of the solution
of a large, generalized eigenvalue problem
with sparse coefficient matrices. In short,
this means structural engineers take a big,
complicated structure and model it as a set
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ventional thinking, it will finish with some
pure conjecture on what impact increased
use of this technology will have on scientif-
ic research.

Unlike any other type of comput-
ing device, the supercomputer radically
changes a scientist's working perspective.
Its extreme speed opens up new possibili-
ties for exploration in large-scale analysis
and simulation. Jack Worlton, a 3D-year
veteran of large-scale scientific computing
with the Los Alamos National Laboratory
in New Mexico, has compared the emer-
gence of supercomputing to the intro-
duction of the jet aircraft, which not only
made travel faster, but spawned new busi-
nesses along with new methods of conduct-
ing business.

Applications involving supercom-
puters, whether scientific or commercial,
tend to emerge slowly, however. By their
very nature, supercomputers are the most
unforgiving of computational devices. To
put a slightly different twist on a rather
dog-eared phrase, these devices do not suf-
fer foolish mistakes lightly. Because of their
computational power and advanced archi-
tecture, even small modifications in an ap-
plication program can make a drastic
difference in machine performance.

WRONG. Likewise, scientists and
HEADED engineers who address

the supercomputer as
APPROACH they would a traditional

mainframe are apt to produce costly re-
sults. This type of wrongheaded ap-
proach-viewing a supercomputer as just a
better mainframe-obscures the true po-
tential of these machines and does injustice
to their superior computational power.

Unfortunately, given the traditional
approach to computing, it has been an easy
mistake to make. In the past, applications
scientists, applied mathematicians, numeri-
cal analysts, software specialists, and hard-
ware designers have all contributed, in
varying degrees, to the success of a given
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The supercomputer has broken the barrie!r between
the comfortably exclusive fields of the scientist,
mathematician, and engineer.

of discrete elements. Each element inter-
acts with its neighbor, and the interaction
is described by the masses and stiffnesses
associated with each element. Knowing
these relationships, engineers can use vibra-
tion analysis techniques to predict the be-
havior of a bridge, building, or other
structure, and thus assure its integrity.

to achieve a brute force solution.
In the early 1980s, advances in algo-

rithm work and the availability of a Cray-l
allowed researchers to produce a partial so-
lution of the problem. Fifteen modes were
computed in 2.72 seconds. The code failed,
however, due to numerical difficulties.
With the enhanced version of MSC/NAS-
TRAN and a Cray X-MP, the entire model
ran in only 8.2 seconds.

Advanced algorithms and computer
hardware have, within a decade, trans-
formed the Atlantic Ocean problem from
an infeasible one into a trivial one. The im-
portance of this example lies in the fact that
this progress was not achieved in either dis-
cipline alone. Without the needs and re-
quirements of the structural engineering
community, numerical analysts would not
have worked as intensively on the problem.
Nor would they have achieved the neces-
sary understanding of algorithmic assump-
tions inherent in the engineering problem.
And only the availability of supercom-
puters, in turn, made it possible to consider
such large-scale models. Hence, progress
sprang from close interaction between re-
searchers with differing academic back-
grounds and professional goals.

What is the catalyst for this cooper-
ative approach? The marketplace. The
competitive pressures of doing business
have forced companies to adopt this more
enlightened arrangement. Unfortunately,
similar cooperative approaches are not
broadly filtering down to graduate depart-
ments throughout the country. As a result,
opportunities to use supercomputers effi-
ciently and creatively are being missed.

Scientific computing is a relatively
mature phenomenon nevertheless, the off-
spring of scientists using computers, partic-
ularly supercomputers. As discussed
earlier, its natural home lies at the intersec-
tion of engineering, science, mathematics,
and computer science. Unfortunately, sci-
entific computing remains something of an
unclaimed curriculum on American cam-
puses. Although not recognized as such,
scientific computing is easily distinguished
from computer science and deserves a sepa-
rate educational approach.

Computer science is a well-de[med
academic field, traditionally concerned
with hardware, languages, operating sys-
tems, software techniques, and theoretical
issues in algorithms research. Other re-
search topics such as numerical analysis,
graphics, and parallel algorithms fall with-
in the domain of computer science but, be-
cause these topics concentrate on tool
building rather than basic research, they
remain at the periphery. The situation is
perhaps best illustrated by the position of

PROBLEM The supercomputer has
UPSIDE turned this typical engi-
DOWN neering problem upside

down. Before supercom-
puters, the engineer performed this analysis
through a process called static condensa-
tion, a manual process which reduced the
original detailed model to a coarser, small-
er, manageable size. Why? Because model-
ing an entire structure was beyond the
scope of available computers. Static con-
densation was tedious, time-consuming,
and professionally demanding, adding to
the design cost of a structure while detract-
ing from the precision of its analysis.

The supercomputer has made it
possible to solve an original, detailed vibra-
tion analysis p,roblem directly, perfonning
the mechanical aspects of the problem and
reducing human error. But the job requires
advanced algorithm work. Many structural
engineers in the 1970s were content using
outdated numerical methods, even if their
mathematician colleagues considered them
antiquated. Engineers didn't care; they
were not trying to analyze larger models
anyway.

With supercomputers, this view has
changed. These machines can handle an
analysis of structures with several thou-
sands or 10,000 degrees of freedom, so that
even moderate gains in performance due to
algorithmic improvements can turn into
significant economic gains.

For instance, a group of analysts re-
cently added a state-of-the-art algorithm,
the so-called block-shifted Lanczos algo-
rithm, to MCS/NASTRAN, a well-known
structural analysis package sold by Mac-
Neal-Schwendler Corp. of Los Angeles.
The use of this new algorithmic technique
dramatically improved the capabilities of
MSC/NASTRAN, both with respect to reli-
ability and performance.

The achievement can be explained
with a simple illustration: in the early
1970s, George Platzman, an oceanographer
at the University of Chicago, developed a
model of the Atlantic Ocean and attempted
a vibration analysis in order to determine
the normal modes of the ocean. In 1975,
this problem was numerically unsolvable.
Mathematical algorithms could not handle
the difficulties of the problem, and the
computers of 10 years ago were insufficient
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FORTRAN in many computer science de-
partments. FORTRAN is the basic program-
ming language of engineering and scientific
application programs, but is often consid-
ered an irrelevant topic in computer science
education.

Researchers in application areas
carry out scientific exploration using com-
puters. Computer modelers are mainly con-
cerned with experimental design, data
collection, and the interpretation of results.
Software issues and application-specific al-
gorithms, together with data management
and graphics, are subjects of recent and
growing interest to these researchers.

Scientific computing draws its iden-
tity and its potential from the synergy of
computer science and scientific exploration
using computers. It furthers the cause of
science, having become an accepted meth-
odology for performing research in physics,
chemistry, and certain types of engineering.
As such, computer simulation is the re-
search equivalent of theory and experimen-
tation. Scientists use computer simulation
to suggest new hypotheses and to support
theory formulation. It provides an inexpen-
sive way to verify theoretical results, substi-
tuting for elaborate experiments.

BIG BOXES Thus, scientific compu~-
TO BE ing complements and
SU PR E augments theory and ex-

EM perimentation. In that

the supercomputer has made computer
simulation a valid and potent research al-
ternative, the device is apt to become the
most important research tool of the late
twentieth century.

The movement toward supercom-
puting is now under way. Scientists and re-
searchers realize that the supercomputer
can produce better results, solve larger
models, and achieve faster turnaround
times than conventional mainframes. The
truly knowledgeable practitioner of scien-
tific computing also realizes that the switch
from mainframe to supercomputer requires
more than a simple code conversion.

To exploit the full power and re-
ceive the full benefit of supercomputing,
the user must understand the underlying
computer architecture, stay aware of new
algorithm developments, and comprehend
the computational structure of their own
application code.

Why? New physical phenomena are
being modeled constantly. This demands
constant reassessment of modeling assump-
tions. Computational models being used to-
day are often the by-product of a previous
generation of computers. In computer sim-
ulation, the price of research success must
be partially paid in increased researcher in-
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Progress sprang from close interaction b4~tween
researchers with differing academic backgrounds and I
professional goals.

I
volvement in solving computational ques- exchange ideas about research and compu- Itions. Only a ~isc~plined, uni,:,ersi~-based tational techniques. The goal is to eliminate
approach to scIentIfic computing will help common computational bottlenecks and
fill the present-day gap betw~ supercom- improve code efficiency. Both the IRC and

I Iputer technology and academIc research. the Cornell center, operating under similar
Computer science departments, act- premises, are attempting to interrelate al-

rillS FREEin~ o~ their o~ can't get. the job. done. gori~hm, architect.ure, and application.
I I~cIent~fic. co.mputIng educatIon requ.tres an TheIr appro~ch '!'tll. soon yield rich re-

OFFER CANInterdiSCIplInary approach. EffectIve re- wards, both In scIentIfic advances and the
I Isearch groups will consist of scientists, en- more efficient use of computer technology.

gineers, and technicians together with At the majority of American uni- BE \Vn ORTHc.o~puter ~cient!sts and applied mathema- versities, however, scientific computing has
I w' ItIClans, traIned In areas such as numerical yet to be established as a discipline in its

analysis, pro?ab~ty theory, statistics, and own right. Most computer science.dep~-
A MILLIONsoftware engmeenng. ments have not encouraged SCIentIsts

I I..A!ew schools hav~ adop.ted this in- purs;uing research in ar~ such as mathe- fJ10 VJ OUterdIscIplinary approach, Including Cornell matIcal software and the lIDplementation of 1. I .l '

University's Center for Theory and Simula- numericallilgorithms. While such researchI .
Ition in Science and Engineering, and, per- has great value to scientific computing, it Managers of many of the

haps the leader in this field, the University remains at the periphery of the traditional ld' ful .
of Illinois' Interdisciplinary Research Cen- computer science department. I wo~ s most success org~-

1ter (IRC). Similarly, a physicist or chemist zations rely on ISSCO graphics
IRC is closely associated with two ad- runs the risk of having research judged to I software. Iditional centers at the University of 11- be second rate if it concentrates in the area ~.

linois-the Center for Supercomputing of computer implementation rather than TELLAGRAF for busIness.
Research and Development (CSRD) and the theoretical investigation. I DISSPLA. for science and engi-

IN~tio~al Center for SuFcomputing Ap- .Th~ solution? I.mp~ove the edu.ca- neering. TELLAPLAN. for
plicatIons (NCSA). CSRD IS focused on com- tIon of engIneers and scIentIsts by remOVIng .I .
puter science research; NCSA is devoted to the research barriers and raising the aca- I prOject pannIng.

Iscientific computing. IRC bridges the gap demic standing of scientific computation. ISSCO software runs on 32-
between the computational tool builder and Create interdepartmental research groups bit, departmental and centralized
tool user. and interdisciplinary programs in scientific

I IIRC provides a forum for students, computing. Promote the interaction of computers and supports more
faculty, and visitors to ex~ent and to practitioners in both computer science and I than 300 output devices. Prices

I---start at $3,600.
Find out more. Mail this

I coupon to ISSCO and we'll rush I
I you a report on Million Dollar
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10505 Sommo Valley Rd.
San Diego. CA 92121. (619) 452-0170
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